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We present results of the first search for excited electron production at the D0 experiment. The
excited electron e∗ is assumed to be produced via contact interactions: p p̄ → e e∗. For the subse-
quent decay we consider the electromagnetic decay mode e∗ → e γ, resulting in the final state e e γ.
The analysis is based on data taken at

√
s = 1.96 TeV in Tevatron Run II, corresponding to an

integrated luminosity of 1.0 fb−1.
No excess is observed in the data with respect to the Standard Model expectation, and upper

limits on the excited electron production cross section times branching fraction are derived. These
limits correspond to a lower limit of me∗ > 756 GeV at 95% CL for a compositeness scale Λ = 1TeV.
We also interpret the result in terms of limits on Λ as a function of me∗ .
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I. INTRODUCTION

Several models attempt to explain the observation of three families of fundamental fermions, by postulating that
quarks and leptons are composed of scalar and spin-1/2 particles. Due to this underlying substructure, compositeness
models [1] imply a large spectrum of excited states [1, 2]. Exchange of these substructure particles leads to ‘contact-
interactions’ (CI) between quarks and leptons [2].

In the analysis presented here, production of single excited electrons via CI, and their subsequent electroweak
decay into electron and photon are considered. The gauge particle mediated (GM) production cross section of excited
electrons is neglected since it is expected to be smaller than 1% of the CI cross section [3]. However, the predictions
of such models could be confronted with the results presented here, because acceptance and efficiencies are expected
to be similar to the CI model.

The relevant parameters for excited electron production are the excited electron mass me∗ as well as the compos-
iteness scale parameter Λ. The contact interaction can be described by an effective four-fermion Lagrangian of the
form

LCI =
g2

2Λ2
jµjµ, (1)

where jµ is the fermion current

jµ = ηLf̄LγµfL + η′

Lf̄∗

Lγµf∗

L + η′′

Lf̄∗

LγµfL + h.c. + (L → R). (2)

The Standard Model (SM) and excited fermions are denoted by f and f∗, respectively; g2 is chosen to be 4π, the η
factors for the left-handed currents are conventionally set to one, and the right-handed currents are set to zero.

For the partial width of the gauge-mediated decay, the parameters f and f ′ are also relevant. They are determined
by the composite dynamics and control the coupling between photons, excited electrons and excited neutrinos. All
branching fractions are calculated for the GM decay parameters f = f ′ = 1 [2]. The total width is Γ > 1 GeV for
100 ≤ me∗ ≤ 1000 GeV, thus lifetime effects can be neglected in this analysis.

The contribution of the CI decays to the total width is taken into account as a corresponding reduction of the
branching fraction of the channel e∗ → e γ, using the branching fraction (BF) as given by [2].

Limits on heavy excited electrons have previously been set at LEP [4], HERA [5], and by the CDF experiment
[6]. Only the CDF limit is directly comparable to the present analysis because the LEP and HERA results assume
production via GM and depend on the relevant couplings. Due to the center-of-mass energy available, the LEP
sensitivity for single production of excited leptons is limited to me∗ . 200 GeV, and correspondingly me∗ . 250 GeV
for HERA.

II. DATA SAMPLES AND MONTE CARLO SIMULATION

The analysis is based on data collected with the D0 detector [7] between August 2002 and February 2006, cor-
responding to an integrated luminosity of L = 1013 ± 62 pb−1 [8]. The D0 detector includes a central tracking
system, comprised of a silicon microstrip tracker (SMT) and a central fiber tracker (CFT), both located within a 2 T
superconducting solenoidal magnet. The SMT has ≈ 800, 000 individual strips, with typical pitch of 50− 80 µm, and
a design optimized for tracking and vertexing capability at pseudorapidities1 of |η| < 2.5. The CFT has eight coaxial
barrels, each supporting two doublets of scintillating fibers of 0.835 mm diameter, one doublet being parallel to the
collision axis, and the other alternating by ±3◦ relative to the axis. Three liquid argon and uranium calorimeters
provide coverage out to |η| ≈ 4.2: a central section (CC) covering |η| up to ≈ 1.1, and two end calorimeters (EC).
A muon system resides beyond the calorimetry, and consists of a layer of tracking detectors and scintillation trigger
counters before 1.8 T iron toroids, followed by two similar layers after the toroids. Luminosity is measured using
scintillator arrays located in front of the end calorimeter cryostats, covering 2.7 < |η| < 4.4.

Trigger and data acquisition systems are designed to accommodate the high luminosities of the Tevatron Run II.
Based on information from tracking, calorimetry, and muon systems, the output of the first two levels of the trigger
is used to limit the rate for accepted events to < 1 kHz, relying on hardware and firmware. The third and final level
of the trigger uses software algorithms and a computing farm to reduce the output rate to a maximum of ≈ 100 Hz,

1 The pseudorapidity η is defined as η = − ln(tan(θ/2)). We use the polar angle θ relative to the proton beam direction, and φ is the
azimuthal angle, all measured with respect to the geometric center of the detector.
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which is written to tape. For the present analysis, events are required to pass at least one single or dielectron trigger,
yielding close to 100% efficiency.

The main SM contribution to the eeγ final state is expected to be the Drell-Yan (DY) process Z/γ∗ → ee where an
additional photon is radiated. Smaller contributions are expected from: Z/γ∗ → ττ , the diboson channels WW , WZ,
and ZZ, as well as from W → eν and tt̄ production. The SM background Monte Carlo (MC) samples were generated
with the pythia [9] Monte Carlo program version 6.3. The DY expectation (as well as W → eν) has been corrected
using the next-to-next-to-leading order (NNLO) calculation from [10]. In addition, the transverse momentum (pT )
distribution of the e+e− pair was corrected to match the distribution observed in the data. For diboson production,
the next-to-leading order cross sections from [11] are used. The tt̄ production cross section has been taken from [12].
The CTEQ6L1 parton distribution functions (PDF) [13] are used for the generation of all MC samples.

Additional background is possible from events with two or more jets and a photon, where the jets are misidentified
as electrons. The contribution of this “QCD background” was estimated from the data, as described later.

The signal process (pp̄ → ee∗ → eeγ) was generated with pythia version 6.3. The BF for the decay e∗ → eγ
normalized to all gauge particle decay modes (e∗ → νW , e∗ → eγ, and e∗ → eZ) is 30% for masses above 300
GeV, and for smaller e∗ masses it increases up to 73% at me∗ = 100 GeV. The contribution from decays via contact
interactions, which are not implemented in pythia, varies between a few percent of all decays for Λ ≫ me∗ and 92%
for Λ = me∗ [2]. This has been taken into account for the signal expectation (see Table I). The leading-order cross
section calculated with pythia has been corrected to NNLO [10]; the corresponding correction factor varies between
1.3 and 1.5, depending on the invariant mass of the ee∗ system, and assuming that the calculation for DY production
is applicable.

Monte Carlo events, both for SM and signal, have been passed through a detector simulation based on the geant

[14] package, and reconstructed using the same reconstruction program as the data.
Efficiencies for electron and photon identification and track reconstruction have been determined from the simu-

lation. To verify the simulation and to estimate systematic uncertainties, the efficiencies have also been calculated
from data samples, using Z → e+e− candidate events. Differences between the efficiency determinations from data
and simulation are corrected in the simulation.

me∗ [GeV] σCI
prod(LO) [pb] BF σCI

prod(NNLO) × BF [pb]

100 91.8 0.27 34.8
200 24.6 0.21 7.29
300 10.4 0.15 2.22
400 4.37 0.11 0.67
500 2.01 0.08 0.23
600 0.92 0.06 0.078
700 0.31 0.05 0.021
800 0.12 0.04 0.0061
900 0.035 0.03 0.0015
1000 0.010 0.03 0.00037

TABLE I: Generated MC samples for the e∗ production. Given are the leading-order cross sections, the BF for e∗ → eγ relative
to all possible decays through GM and CI, and the NNLO cross section times BF. All numbers are for a compositeness scale
Λ = 1 TeV. Between 3500 and 5000 events have been generated for each value of me∗ .

III. EVENT SELECTION

At least two isolated high pT electrons are required; they must both fulfill the following requirements:

• Transverse momentum pT > 25 GeV for the leading electron, and pT > 15 GeV for the second leading electron.
The pT is reconstructed from calorimeter clusters.

• Electromagnetic (EM) fraction of energy deposited in the EM part of the calorimeter: emfrac > 0.9.

• Isolation of the electron candidates in the calorimeter: iso = (Etot(0.4) − Eem(0.2))/Eem(0.2) < 0.2, where
Etot(0.4) and Eem(0.2) denote the energy deposited in the calorimeter and only its electromagnetic section in

cones of size ∆R =
√

(∆η)2 + (∆φ)2 = 0.4 and 0.2, respectively.
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• Within geometric coverage of the calorimeters and tracking systems: |ηdet | < 1.1 (CC) or 1.5 < |ηdet | <
2.5 (EC), where ηdet is measured with respect to the center of the detector.

• Longitudinal and transverse shower shape should be consistent with that expected from an electron.

• Calorimeter cluster should have a central track pointing to it.

• Separation between electrons: ∆R > 0.4.

• Events where the two electrons are reconstructed in opposite EC’s are rejected.

Due to the different systematic effects in the CC and EC calorimeters, the events were divided into the three
topologies CC/CC, CC/EC, and EC/EC, depending on the location of the electrons in the detector. For the CC/CC
and CC/EC topologies, the invariant mass of the two selected electrons is shown in Fig. 1.
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FIG. 1: The invariant mass of the two selected electrons: (a) both electrons are detected in the CC, (b) one electron is detected
in CC, another one in EC.

The QCD background estimate was obtained in the following way. Events were selected from the data which
fulfill all of the criteria listed above, with the exception of inverting the shower shape requirements. The resulting
data sample is dominated by “fake” electrons, and has a negligible signal contribution. In addition, the track match
requirement was relaxed in that only one of the two EM objects was required to be track matched. Due to a possible
bias from pT -dependent shower shape requirements in the trigger, the pT distribution of the leading and second leading
EM object was corrected to match the distribution observed in the QCD contribution to the dielectron sample. In a
last step, the QCD sample was normalized such that the sum of QCD background and other SM backgrounds agree
with the data in the mass interval 30 < m(ee) < 65 GeV, where the expected signal contribution is negligible.

The sum of all backgrounds provides a reasonable description of the data, as can be seen in Fig. 1. We find 62930
events in the data, with a SM expectation of 61560± 120(stat.)± 6553(syst.) events.

The eeγ Selection

The eeγ sample is obtained by requiring an additional photon with the following requirements:

• A high-pT electromagnetic cluster with pT > 15 GeV within |ηdet | < 1.1 or 1.5 < |ηdet | < 2.5.

• No associated track in the central tracking system.

• Isolation from other tracks: the sum of the transverse momenta of tracks within a hollow cone defined by
0.05 < ∆R < 0.4 around the photon direction has to be below 2 GeV.

• Tight criteria to reduce the rate of jets misidentified as photons: emfrac > 0.97, iso < 0.07, additional re-
quirements on the shower shape in the third layer of the EM calorimeter, and fiducial cuts to ensure a good
description by the simulation.
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• Separation ∆R > 0.4 to both electrons.

With these requirements, 259 events remain in the data, while 232 ± 3(stat.) ± 29(syst.) events are expected from
SM processes. The invariant mass of the final eeγ sample is displayed in Fig. 2. The data are described reasonably
well by the sum of the SM processes. For the DY → ee background, we show separately the contributions from
events with a ‘true’ photon, and the events where a jet was misidentified as a photon. The total SM expectation is
dominated by DY events with a true photon, which contribute about 225 events.

Additional control distributions for the two electrons and the photon are shown in Fig. 3. The transverse momentum
and the η distributions of the three selected objects as well as the distribution of the separation ∆R between the
electrons and the photon show a good agreement of data and SM backgrounds.
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FIG. 2: The invariant mass m(eeγ) of the two selected electrons and the photon.

Optimization

The excited electron decay e∗ → eγ would be observable as a resonance in the eγ invariant mass. Therefore a cut
on the invariant mass of the photon and one of the electrons should lead to a better separation of the possible signal
from the SM background. In addition, for a light excited electron, the decay electron and the photon are expected to
be separated by small angles, so placing a requirement on the separation ∆R between the lower pT electron and the
photon may allow to increase the sensitivity of the analysis. In the following we describe the optimization steps we
have performed.

The invariant mass of the hypothetical excited electron can be reconstructed by selecting the photon and one of the
electrons (see Fig. 4). The possible signal is clearly separated from the SM backgrounds. From a study of the signal
simulation we find that for masses me∗ ≤ 200 GeV, the lower pT electron is with high probability the electron from
the e∗ decay, and therefore this combination leads to the better signal to background ratio. For heavier e∗ masses,
where backgrounds are small, we use a different algorithm to determine the decay electron: the combination with an
invariant mass closest to the searched e∗ mass is chosen.

For further selection criteria, we use the average expected cross section limit for each value of me∗ to determine
optimal methods and cut values:

• Two options are evaluated for the optimal choice of a cut on the invariant eγ mass: a symmetrical mass window
around the excited electron mass under study, and a lower mass cut. For both options, possible selection values
are tested, and the optimal one is chosen. In all cases, a lower mass cut yields the best expected limits.

• We also compared the expected limits with and without including events with both electrons detected in the
calorimeter end caps. The influence of including events with the photon reconstructed in one of the end caps,
where the backgrounds from wrongly identified photons are higher, was analyzed as well. As a result, only for
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FIG. 3: Control distributions for the eeγ sample: (a,c,e) the pT distributions of the three EM objects, (b,d,f) the η distributions,
and (g,h) the separation ∆R between the electrons and the photon.
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FIG. 4: The invariant mass of the excited electron decay particles e and γ for masses of (a) me∗ = 300 GeV and (b) 800 GeV.
These distributions were obtained by selecting the eγ combination closest to the searched mass. In (a), events with electrons
in the EC/EC topology as well as events where the photon is reconstructed in one of the EC’s are not included.

me∗ > 300 GeV all EC electron and photon combinations were kept, in order to maximize the acceptance and
keep the search as general as possible.

• For small excited electron masses the separation ∆R between the electron with lower transverse momentum
and the photon is a good quantity to separate signal from background (see Fig. 5). Again, the cut values were
optimized by comparing expected limits.

The final selection criteria are summarized in Table II.
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FIG. 5: The separation ∆R of the lower pT electron and the photon after all other cuts for (a) me∗ = 100 GeV, (b) 200 GeV,
and (c) 300 GeV. The selection criteria for me∗ = 100 GeV and 200 GeV are indicated by arrows.

Systematic Uncertainties

The reconstruction and identification efficiency for high pT isolated electrons is known to a precision of 2.5% per
electron. For photons, the uncertainty depends on the transverse momentum and varies between 3.5% for pT = 20 GeV
and 2.0% for pT > 30 GeV.

The uncertainties on the trigger efficiency are estimated as +0%

−3%
.

The normalization uncertainty due to the measurement of the integrated luminosity is 6.1% [8].
For the misidentification rate of photons by jets in the Drell-Yan sample a systematic uncertainty of 100% is taken,

which is still negligible due to the small estimated rate of this background.
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me∗ [GeV] m(e2, γ) [GeV] m(eγ) [GeV] (closest to me∗) EC/EC EC γ ∆R(e2, γ)

100 > 90 – no no < 1.8
200 > 165 – no no < 2.8
300 – > 290 no no all
400 – > 370 yes yes all
500 – > 445 yes yes all
600 – > 515 yes yes all
700 – > 600 yes yes all
800 – > 705 yes yes all
900 – > 800 yes yes all
1000 – > 900 yes yes all

TABLE II: The selection cuts optimized with respect to the best expected limit. The second and the third columns show the
lower mass cuts. The next column shows if events with both electrons in the EC were rejected, the fifth if events with photons
detected in the EC are rejected, and the very right one the upper value for the separation between the second leading electron
and the photon. Events where both electrons were detected in opposite EC’s are always rejected.

The uncertainty in the QCD background determination is estimated by varying the selection criteria by which it is
obtained. An uncertainty of 25% on the corresponding background is determined.

The uncertainty on the SM cross sections of typically 4% is dominated by the DY process and the uncertainty from
the choice of PDF and renormalization and factorization scales. The same uncertainties are assumed for the signal
process. In addition, the effect of the PDF uncertainty on the acceptance is evaluated using the CTEQ 6.1M error
set [13], and found to vary between 2% (me∗ = 100 GeV) and 7% (me∗ = 1 TeV).

The total uncertainty on the signal cross section due to PDF uncertainties and unknown higher order corrections
is estimated to 10% and is taken into account in the calculation of mass limits (see Sec. IV).

IV. RESULTS

The selected data and the expected SM background, as well as the signal efficiency after all cuts are listed in Table
III. Statistical and systematic uncertainties are given as well. Data and SM expectation agree, and no significant
excess is observed for any e∗ candidate mass, so upper limits can be set on the contact interaction production cross
section of excited electrons and the subsequent decay into electron and photon. Lower limits on the mass of the
excited electron me∗ are set, as well as for the compositeness scale Λ as a function of me∗ . The limits are calculated
using the Bayesian approach and Poisson statistics [15].

The results of the limit calculation with 95% confidence level are listed in Table III, as well as the average expected
limits, and shown in Fig. 6. Also shown in Fig. 6 are the theoretical cross sections for several values of the compositeness
scale (Λ = me∗ , 1 TeV, 2 TeV, 3 TeV, 4 TeV, 5 TeV), including their uncertainties. The lower mass limit for excited
electrons was determined to

me∗ > 756 GeV at 95% CL,

assuming Λ = 1 TeV. For Λ = me∗ the resulting lower mass bound is 796 GeV.
We also derived a limit for a scenario where decays through contact interactions are neglected, in order to compare

with a result by the CDF Collaboration [6]. In that case, we find me∗ > 946 GeV for Λ = me∗ , while the CDF result
was me∗ > 879 GeV. Thus the mass bound presented here is the most stringent limit derived so far2.

The limits on the cross section can be interpreted directly as limits on the compositeness scale Λ. The area excluded
by the present analysis in the plane of Λ and me∗ is displayed in Fig. 7.

2 In addition, the CDF mass limit has been derived with a theoretical cross section too large by a factor of two, due to a bug in older
versions of pythia; later searches for excited muons both by D0 and CDF, as well as the present analysis, have used the corrected cross
section.
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me∗ [GeV] Data SM Expectation Signal ǫ [%] σobs.
95 ×BF (e∗ → eγ)[pb] σ

exp.
95 ×BF (e∗ → eγ)[pb]

100 0 0.31 ± 0.08 ± 0.03 13.2 ± 0.6 ± 1.6 0.024 0.027
200 0 0.20 ± 0.09 ± 0.02 13.8 ± 0.5 ± 1.8 0.021 0.025
300 1 0.28 ± 0.10 ± 0.03 22.1 ± 0.7 ± 2.6 0.021 0.016
400 0 0.22 ± 0.17 ± 0.02 28.3 ± 0.8 ± 3.3 0.011 0.012
500 0 0.018 ± 0.012 ± 0.002 31.5 ± 1.0 ± 3.7 0.010 0.010
600 0 0.0026 ± 0.0006 ± 0.0003 32.3 ± 1.0 ± 3.8 0.0096 0.0099
700 0 0.0008 ± 0.0004 ± 0.0001 33.3 ± 1.1 ± 3.4 0.0091 0.0091
800 0 0.0005 ± 0.0003 ± 0.00006 32.2 ± 0.8 ± 4.0 0.0096 0.0096
900 0 0.0002 ± 0.0002 ± 0.00002 33.2 ± 0.8 ± 3.8 0.0094 0.0094
1000 0 0.0002 ± 0.0002 ± 0.00003 33.3 ± 0.9 ± 3.9 0.0093 0.0093

TABLE III: Selected data and expected SM background events for different excited electron masses. The efficiency for the
signal is given as well. The first uncertainty is always statistical, the second systematic. Finally, the observed and the expected
upper cross section limits for the production of single excited electrons with 95% CL are listed.
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FIG. 6: Limits for the production cross section of single excited electrons at 95% CL. Also shown are different theoretical
predictions, with the theoretical uncertainty indicated by grey shaded bands.
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